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Yihong Chen
Personal Briefing

• Research Areas 

• Natural Language Processing 

• knowledge graphs 

• language models 

• Education 

• Undergraduate and master’s at EE Tsinghua 

• PhD at UCL and Meta 

• Collaborators 

• Selected Publication 

• Generalization on unseen and rare XYZ 

• Improving Language Plasticity via Pretraining with Active Forgetting (NeurIPS 
2023) 

• ReFactorGNNs: Revisiting Factorisation-based Models from a Message-Passing 
Perspective (NeurIPS 2022) 

• opt: Learn to Regularize Recommender Models in Finer Levels (KDD 2019) 

• Self-supervised learning 

• Relation Prediction as an Auxiliary Training Objective for Improving Multi-
Relational Graph Representations (AKBC 2021) 

• Efficient model training/adaptation 

• Breaking Physical and Linguistic Borders: Multilingual Federated Prompt Tuning 
for Low-Resource Languages (ICLR 2024) 

• Mini-Model Adaptation: Efficiently Extending Pretrained Models to New 
Languages via Aligned Shallow Training (ACL 2023) 

• Learnable Embedding Sizes for Recommender Systems (ICLR 2021) 

• Conversational agents 

• You impress me: Dialogue generation via mutual persona perception (ACL 2020) 

• Learning-to-ask: Knowledge Acquisition via 20 Questions (KDD 2019)

λ
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Towards AI systems with more controllability
Research Theme

- The history of AI has come a long way but are we there yet? 

- From expert systems to deep learning 

- Now it seems that everything converges to language models, LLMs! 

- structured rule-based based AI  unstructured data-reliant AI? 

- LLMs are awesome 

- They are trained and inferences in continuous spaces which is good for scaling up and free-
form generation! 

- However, once you start examining the generation from RAW LLMs,  

- They can be hard to control: hallucination, bias, toxicity, “magic” etc. 

- Moreover, LLM weights are static snapshotting partial reality at a certain time point.  

- Our reality/values/needs is always evolving.  

- These giant models quickly evolve to our latest reality/values/needs.

→

3



Towards AI systems with more controllability
Research Theme

- In order to progress from such naive “continuous space reasoning”  

-  Approach 1: Scaling 

- continue retraining/pretraining with more data and more frequently  

- Approach 2: Mimicking “natural” intelligence, which has gone through sensory to symbolic evolution 

- allowed planning and reasoning to happen before motion 

- and fast adaptation to new environments with tools developed in old environments 

- augmenting LLMs with xyz 

- RAG 

- CoT 

- Tools  

- Magic prompts, data mixture, synthetic data prompt … 

- Great, but not that easy to control … 
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image source: Rafael Vieira Bretas, Yumiko 
Yamazaki, Atsushi Iriki. Phase transitions of brain 
evolution that produced human language and 
beyond, Neuroscience Research 2020

image source: Rafael Vieira Bretas, Yumiko Yamazaki, 
Atsushi Iriki. Phase transitions of brain evolution that 
produced human language and beyond, Neuroscience 
Research 2020



Controlling via a symbolic system to structure  the reality
Research Theme
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image source: Rafael Vieira Bretas, Yumiko 
Yamazaki, Atsushi Iriki. Phase transitions of brain 
evolution that produced human language and 
beyond, Neuroscience Research 2020

How about  

knowledge  

graphs 

???

Empowering Google search,  

recommender systems,  

biomedical ontological reasoning  

etc …



Controllability via a symbolic system to structure  the reality
Research Theme
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Controlling: delete, edit, update 

As easy as overwriting local structures



Structured vs Unstructured 
Pros Cons

Structured

controllable (easy to update/
edit/remove), interpretable, 

reasoning, planning 
construction cost, missing 

entries

Unstructured
generative! (can create 

answers for any questions), 
ingest huge data

hard to control (hallucination/
toxicity), expensive
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Structured vs Unstructured 
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Structured Unstructured

Data Format
knowledge graph (KG), 

ontology etc
free-form text

Model Architecture factorization, GNNs
Transformer-based language 

models

Learning Objective entity prediction (masked) language modeling



Bridge the two learning paradigms

Structured Unstructured

Expected Outcome
Find a good tradeoff between “representation” 

and its enabled “computation”

Learning Objective
(Masked) language modeling works for both! 

[1]

 Architecture Embeddings + “Body” + (Un)Embeddings

Generalization
Embedding resetting increases model 

plasticity for both [2] [3]

Interpretability
Un-cache the compute stored in embeddings 

leads to data graph reconstruction for both 
(under review)

[1] CHEN ET AL 2021 RELATION PREDICTION AS AN AUXILIARY TRAINING OBJECTIVE FOR IMPROVING MULTI-RELATIONAL GRAPH REPRESENTATIONS.  
[2] CHEN ET AL 2022 REFACTOR GNNS: REVISITING FACTORISATION-BASED MODELS FROM A MESSAGE-PASSING PERSPECTIVE 
[3] CHEN ET AL 2023 IMPROVING LANGUAGE PLASTICITY VIA PRETRAINING WITH ACTIVE FORGETTING 9

However both systems are symbolic.  

- For unstructured learning, in LLMs, the 
symbols are the tokens from each vocabulary 
of the language. 

- For structured learning, in knowledge graphs 
the symbols are the entities/relations in each 
vocabulary of the graph 

The difference is only in  

- Granularity of symbols 

- Prebuilt structures (which characterizes the 
interaction between symbols)



[1] CHEN ET AL 2021 RELATION PREDICTION AS AN AUXILIARY TRAINING OBJECTIVE FOR IMPROVING MULTI-RELATIONAL GRAPH REPRESENTATIONS.  
[2] CHEN ET AL 2022 REFACTOR GNNS: REVISITING FACTORISATION-BASED MODELS FROM A MESSAGE-PASSING PERSPECTIVE 
[3] CHEN ET AL 2023 IMPROVING LANGUAGE PLASTICITY VIA PRETRAINING WITH ACTIVE FORGETTING 

Bridge the two learning paradigms

Structured Unstructured

Expected Outcome
Find a good tradeoff between “representation” 

and its enabled “computation”

Learning Objective (Masked) language modeling works for both [1]

 Architecture Embeddings + “Body” + (Un)Embeddings

Generalization
Embedding forgetting helps generalization 

to the unseen [2][3]

Interpretability
Un-cache the compute stored in embeddings 

leads to data graph reconstruction for both 
(under review)
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We propose the message-passage reframing of symbol embeddings optimization 

- symbol embeddings as memory which caches data traversal during training 

- too much memory in old environments -> poor generalization in new environments  

- So what? 

- symbol embedding forgetting helps generalization to the unseen 

- graphs with ReFactorGNN 

- languages with forgetting pretrained LMs 

- using GNN terminology: 

- “inductivise” transductive models

The Role of Embedding and How It Impacts Generalization 
(in short)
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[2] CHEN ET AL 2022 REFACTOR GNNS: REVISITING FACTORISATION-BASED MODELS FROM A MESSAGE-PASSING PERSPECTIVE                                 NEURIPS 2022

DistMult as Example

Embeddings for knowledge graph representation learning: 
factorization-based models  

f(v) f(w)

1 

v 

w 

|ε|

gender?

ɸ
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GDt 

f(v) f(w)

1 

v 

w 

|ε|

GDt GD o GD o … o GD

f(v) f(w)

GD1

MSG

Σ aggregate

h¹[v] h¹[w]

z[v] z[w]

h⁰[v] h⁰[w]
n[v] n[w]

h²[v] h²[w]

GD2

L=2
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Gradient Descent over FMs as Message-Passing 

Implicit Message-Passing within FMs
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Extensions to other score functions: see lemma A.1 in the paper

[2] CHEN ET AL 2022 REFACTOR GNNS: REVISITING FACTORISATION-BASED MODELS FROM A MESSAGE-PASSING PERSPECTIVE                                 NEURIPS 2022



Gradient Descent over FMs as Message-Passing 

Implicit Message-Passing within FMs (layman summary)

Treat the node embedding layer as a historical memory of node states 

One gradient descent step over the embeddings induces one message-passing layer 

- in-coming and out-going neighbourhood 

- relation-aware 

- global normaliser  

Such message-passing over data graph is “cached” into embeddings via accumulating 
the update vector into the history.
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[2] CHEN ET AL 2022 REFACTOR GNNS: REVISITING FACTORISATION-BASED MODELS FROM A MESSAGE-PASSING PERSPECTIVE                                 NEURIPS 2022



Tensor factorization  
                      =  
Graph neural networks
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GDt 

GD1

MSG

h¹[v] h¹[w]

z[v] z[w]

h⁰[v] h⁰[w]
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GD2

L=2
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the message-passing rounds (some visualization of memory 
cleanup)
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[2] CHEN ET AL 2022 REFACTOR GNNS: REVISITING FACTORISATION-BASED MODELS FROM A MESSAGE-PASSING PERSPECTIVE                                 NEURIPS 2022



Controlling the rounds of message-passing compute
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K = ∞

K = 6

- Equivalently, “Inductivise” factorization models by truncating 
infinite to K message-passing 

- Every reasoning is forced to use fixed number of hops 
neighboring information rather than memorize everything for 
reasoning



• Factorization methods are 
known to be transductive 
despite their impressive 
performance on link 
prediction 

• Now we can make them 
inductive. 

• Generalize to unseen nodes!

Implication
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• Generalize to unseen nodes!

Results
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[3] CHEN ET AL 2023 IMPROVING LANGUAGE PLASTICITY VIA PRETRAINING WITH ACTIVE FORGETTING                                                                      NEURIPS 2023

Moving to languages

22

LMs struggle with generalization with  

under-represented languages. 

Updating them to new languages can  

be a headache. 

Ideally, we want to avoid retraining. 



[3] CHEN ET AL 2023 IMPROVING LANGUAGE PLASTICITY VIA PRETRAINING WITH ACTIVE FORGETTING                                                                      NEURIPS 2023

Every transformer-based language model begins with embeddings and end with (un)-embeddings. 

Generalising to languages
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GDt 
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Pretraining with Active Forgetting

  A cheap way of meta-learning LMs 

- Simulating multiple language changes without 
actually crafting the data in new language 

- Exposing the body to various embedding 
reinitialisation  

- Encourage the body to encode more general 
knowledge instead of “shortcut” knowledge 
that is tied to certain embedding initialisation 
values 
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[3] CHEN ET AL 2023 IMPROVING LANGUAGE PLASTICITY VIA PRETRAINING WITH ACTIVE FORGETTING                                                                      NEURIPS 2023



episodic learning curve, “spikes” when resetting

Pretraining with Active Forgetting
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[3] CHEN ET AL 2023 IMPROVING LANGUAGE PLASTICITY VIA PRETRAINING WITH ACTIVE FORGETTING                                                                      NEURIPS 2023



• Generalising to unseen languages. Unsupervised zero-shot cross-lingual transfer!

Results
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• Generalising to unseen languages with less data and compute!

Results
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XNLI 
(accuracy)

MLQA (F1) XQUAD (F1)

Standard 
PLM

53.3 34.3 36.1

Forgetting 
PLM

62.7 43.4 49.0

[3] CHEN ET AL 2023 IMPROVING LANGUAGE PLASTICITY VIA PRETRAINING WITH ACTIVE FORGETTING                                                                      NEURIPS 2023

On average 

+21.2% on XNLI,  

+33.8% on MLQA 

+60.9% on XQuAD



+60.9%
Forgetting brings an average gain of 60.9% on XQuAD when generalizing to unseen lang
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• Help low-resources languages!

So what?
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[3] CHEN ET AL 2023 IMPROVING LANGUAGE PLASTICITY VIA PRETRAINING WITH ACTIVE FORGETTING                                                                      NEURIPS 2023



Scaling increases model capacity 
while forgetting improves model 
plasticity -> easy to update to new 
XYZ
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Research Vision
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Structured + Unstructured 
Pros Cons

Structured

controllable (easy to update/
edit/remove), interpretable, 

reasoning, planning 
construction cost, missing 

entries

Unstructured
generative! (can create 

answers for any questions), 
ingest huge data

hard to control (hallucination/
toxicity), expensive
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Towards more controllable AI via channelling structured 
and unstructured learning paradigms
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• We can identify the n-gram structures via 
decomposing model weights  

• Re-formatting LLMs into a universal 
interface of n-grams

Preliminary exploration (under review)
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• We can identify the n-gram structures via decomposing model weights  

• Data-free, weights-only LLM pretraining examination  

•

Preliminary exploration
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• We can identify the n-gram structures via decomposing model weights  

• Domain-specific LLMs will reflect their magic data mixture and point us where to update. 

•

Preliminary exploration
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LLM Diff
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LLM Evolve
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Towards more controllable AI 
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Q & A
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Thank you
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